
The test statistic
For each patient 𝑖𝑖 = 1, … ,𝑛𝑛 , let time-to-event data be given by:

• Δ𝑖𝑖: Censoring indicator. Δ𝑖𝑖 =

� 0 , 𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛𝑝𝑝𝑝𝑝 𝑖𝑖 𝑖𝑖𝑝𝑝 𝑐𝑐𝑝𝑝𝑛𝑛𝑝𝑝𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐
1 , 𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝑛𝑛𝑝𝑝 𝑖𝑖 ℎ𝑝𝑝𝑐𝑐 𝑝𝑝𝑛𝑛 𝑝𝑝𝑒𝑒𝑝𝑝𝑛𝑛𝑝𝑝

• 𝑋𝑋𝑖𝑖: Right-censored survival time.

The number of events observed in the new treatment arm is 
𝑂𝑂 = ∑𝑖𝑖=1𝑛𝑛 Δ𝑖𝑖.,i

Let Λ𝐻𝐻 𝑥𝑥 = ∫0
𝑥𝑥 𝜆𝜆𝐻𝐻(𝑝𝑝)𝑐𝑐𝑝𝑝 denote the cumulative hazard

function of the historical control, and let

𝐸𝐸𝐻𝐻 = ∑𝑖𝑖=1𝑛𝑛 Λ𝐻𝐻(𝑋𝑋𝑖𝑖) .

𝐸𝐸𝐻𝐻 may be interpreted as expected number of events if 𝑅𝑅 =
1. Likewise, 𝛾𝛾𝑖𝑖𝐸𝐸𝐻𝐻 may be interpreted as the expected number
of events in the new trial if hypothesis 𝐻𝐻𝑖𝑖:𝑅𝑅 = 𝛾𝛾𝑖𝑖 , 𝑖𝑖 = 0,1,
holds true.
An one-sample test of 𝐻𝐻0:𝑅𝑅 ≥ 𝛾𝛾0 on an one-sided significance
level 𝛼𝛼 can be defined by rejecting 𝐻𝐻0 if and only if

𝑍𝑍 ≔
𝑂𝑂 − 𝛾𝛾0𝐸𝐸𝐻𝐻

𝛾𝛾0𝐸𝐸𝐻𝐻
≤ Φ−1 𝛼𝛼 (2)

where Φ denotes the standard normal distribution function
(Aalen et al., 2008). This test is referred to as one-sample
log-rank test.
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Introduction
The one-sample log-rank test, first proposed by Breslow
(1975), allows for the comparison of the survival curve of a
new treatment arm with that of a historical control. Finkelstein
et al. (2003) and Sun et al. (2011) both give a sample size
formula for power requirements based on the number d of
events to be observed.
We show that there is an alternative criterion that can be
followed in order to achieve approximately a desired power
for the one-sample log-rank test. Both power approximations
are asymptotically equivalent. But a small simulation study
reveals that the two approximations perform differently well
for small sample numbers.

It turns out in this given scenario that the first approach based on the control of 𝐸𝐸𝐻𝐻 leads to a power closed
to the a-priori aspired power while the test procedure based on the control of 𝐷𝐷 is conservative and the
study is rather underpowered. For instance, in the scenario underlying the above simulation, a power of
85% is expected for 𝛾𝛾1 ≈ 0.515. The test procedure based on following e reaches a power of 85.99%, while
the one based on following d reaches a power of only 74.72% (see Figure 1). Besides, the test procedure
based on following 𝑐𝑐 is quite conservative here. Its significance level is estimated at 3.08%, while with a
rejection rate of 4.83%, the test procedure based on following e exhausts the aspired significance level of
5% much better (see Figure 1). So, against the background of these simulation results, it appears more
favorable to schedule the analyses according to the observed sum of the cumulative hazards instead of the
number of events, despite of potentially higher logistic efforts. It will be contents of further research to
assess robustness of this result in a wider range of simulation scenarios.

Alternative criterion based on 𝐸𝐸𝐻𝐻
Alternatively, it can be shown that the power of the one-sample log-rank test is essentially determined by
𝐸𝐸𝐻𝐻: In order to reach an approximate power of at least 1 − 𝛽𝛽 for the one-sample log-rank test (2) under the
planning alternative hypothesis 𝐻𝐻1:𝑅𝑅 = 𝛾𝛾1 for allocated significance level 𝛼𝛼 and effect 𝜃𝜃 ≔ 𝛾𝛾1/𝛾𝛾0 , the
analysis of data is to be performed as soon as 𝐸𝐸𝐻𝐻 reaches the critical value 𝑝𝑝 given by

𝑝𝑝 ≥
1
𝛾𝛾0

Φ−1 1 − 𝛼𝛼 + 𝜃𝜃 ⋅ Φ−1 1 − 𝛽𝛽
1 − 𝜃𝜃

2

. (4)
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Simulation
The power approximations of the one-sample log-rank test given by the two stopping criteria in (3) and
(4) are asymptotically equivalent, but perform differently well for small sample size. Performance of both
stopping criteria for small finite sample numbers is investigated by simulation.

For illustrative reasons, we assume the following setting: Assume that the estimated one-year
EFS-rate 𝑆𝑆𝐻𝐻(1) for the historical control population is 50%. Assume that superiority of new treatment with
regard to EFS shall be proven while considering an one-year EFS-rate of at least 70% as clinically
relevant improvement. So, we consider the null hypotheses (1) with 𝛾𝛾0 = 1 and apply the one-sample
log-rank test (2) with planning alternative hypothesis 𝛾𝛾1 = log 0.7 / log 0.5 ≈ 0.515. Assume we want to
achieve a power of at least 85% for allocated one-sided significance level of 𝛼𝛼 = 5%.

We conclude from (3) and (4) that the trial has to be stopped as soon as 𝑝𝑝 ≥ 24.21 or 𝑐𝑐 ≥ 13 for
the first time, respectively. We assume exponentially distributed survival times with uniform annual
accrual of 45 patients for one year. In particular, the hazard rate for the historical control is 𝜆𝜆0 =
− 𝑙𝑙𝑐𝑐𝑙𝑙(0.5).

In order to investigate whether the one-sample log-rank test fulfills the power requirements and
holds the significance level when the two information criteria e and d are followed, we carried out
simulations for eight values of the true treatment effect 𝑅𝑅 ranging from 0.434 to 1. More precisely, 𝑅𝑅 is
the true hazard ratio of the new treatment arm to the historical control, whereas 𝛾𝛾1 is the assumed one.
The corresponding true hazard rate for patients of the new treatment arm is 𝜆𝜆1 = 𝑅𝑅𝜆𝜆0, respectively. In
each of 10.000 runs for every constellation, the test statistic of the one-sample log-rank test was
calculated twice, once when 𝑝𝑝 ≥ 24.21 and once when 𝑐𝑐 ≥ 13 was observed for the first time. The
results are displayed in Figure 1.

General setting
The study time will be denoted by Latin t. We consider a
phase II clinical trial with a time-to-event endpoint, where a
new treatment is to be compared with a treatment of a
historical control. We introduce the following notation:
• 𝜆𝜆𝐻𝐻 𝑝𝑝 : Known hazard function for the historical control,
• 𝜆𝜆 𝑝𝑝 ∶ Unknown hazard function for new treatment,
• 𝑅𝑅 = 𝜆𝜆(𝑝𝑝)/𝜆𝜆𝐻𝐻 𝑝𝑝 : Corresponding hazard ratio,
We assume proportional hazards, i.e. 𝑅𝑅 does not depend on t.
Moreover, let:
• 𝛾𝛾1 𝑝𝑝 : Bound for 𝑅𝑅 below which treatment is considered 

useful.
• 𝛾𝛾0 𝑝𝑝 : Bound for 𝑅𝑅 above which treatment is discarded.

We consider testing the hypotheses:

𝐻𝐻0:𝑅𝑅 ≥ 𝛾𝛾0 (1)

The planning alternative hypothesis underlying power
calculations is 𝐻𝐻1:𝑅𝑅 = 𝛾𝛾1for some 0 < 𝛾𝛾1 < 𝛾𝛾0.

Sample size acc. to Finkelstein et al. (2003)
According to Finkelstein et al. (2003), the schedule of the
analysis may be based on the number 𝐷𝐷 of observed events.
In order to achieve approximately a desired power of at least
1 − 𝛽𝛽 for the one-sample log-rank test (2) under the planning
alternative 𝐻𝐻1:𝑅𝑅 = 𝛾𝛾1 for allocated significance level 𝛼𝛼 and
effect 𝜃𝜃 ≔ 𝛾𝛾1/𝛾𝛾0, the analysis of data is to be performed as
soon as 𝐷𝐷 reaches the critical value 𝑐𝑐 given by

𝑐𝑐 ≥ 𝜃𝜃
Φ−1 1 − 𝛼𝛼 + 𝜃𝜃 ⋅ Φ−1 1 − 𝛽𝛽

1 − 𝜃𝜃

2

. (3)

Figure 1.  Comparison of Power for Eh and D.
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