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The problem
Data in our society

• SoMe
• Entertainment

• Information

• Government
• Healthcare

Misuse of data

• Data theft

• Lack of awareness

• Personal gain

• Breach of confidentiality agreements



Some large scale examples

I N  A U S T R A L I A

The government released an 

“anonymized” data set comprising 

the medical billing records, including 

every prescription and surgery, of 2.9 

million people.

# Scientist used 6 days to reidentify 

people for the dataset

#1500 downloads

I N  G E R M A N Y

A journalist and a data scientist 

secured data from three million users

by creating a fake marketing company

“a canny broker can find an individual 

in the noise, just from a long list of 

URLs and timestamps”

I N  T H E  U S A

The Massachusetts Group Insurance 

Commission released “anonymised” 

data showing the hospital visits of 

state employees. A data scientist 

Sweeney where able to reidentify the 

governor who promised that the 

patients privacy where protected. 

In later work, Sweeney showed that 

87% of the population of the United 

States could be uniquely identified by 

their date of birth, gender and five-

digit zip codes.

Reverse engineering of de-identified data



GDPR

C O N S E N T

Users must explicitly consent 

to each type of marketing 

message

D A T A  

P R O T E C T I O N

Users can request to have their 

data deleted, corrected or 

restricted in a timely manner

D E L E T I O N  A N D  

C O R R E C T I O N

Personal data must be stored 

and processed with data 

protection at its core

EU general Data Protection Regulation



THE CASE

• Established in 1951, one of the oldest national cancer registries in the world

• All medical doctors in the country are instructed by law to notify new cancer 

cases

• 200 employees, among them 40 researchers (medicine, statistics, informatics 

and psychology ++)

• Administrative responsibility for the public screening programs in Norway 

(Breast, Cervical and from 2021 starting pilot program for colerectal cancer 

screening)

• Collects data

• Produce statistics of the cancer prevalence in Norway

• Extensive research activity

• Current Privacy disclosure methods 

• de-identify data

• Random forest

• Decision tree

• Linear regression

ESTABLISHED METHODS ARE NO LONGER GOOD ENOUGH/

BE TRUSTED TO BE GDPR COMPLIENT

THE PROBLEM

• Biological markers

• Known/unknown attributes

• Re-engineering



GANs

2014 Goodfellow et. al. «Generative advererial networks»

2017 Choi et. al. «Generating Multi-label Discrete Patient

Records using Generative Adversarial Networks»

2018 Camini et. al. «Generating Multi-Categorical Samples with

Generative Adversarial Networks»

2020 Concalves et. al. «Generation and evaluation of synthetic

patient data»

ONE SOLUTION

GENERATIVE ADVERSARI AL  NETWORKS

https://thispersondoesnotexist.com/
https://arxiv.org/pdf/1703.06490.pdf
https://arxiv.org/pdf/1807.01202.pdf
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-020-00977-1


Discriminator – a classifier, standard supervised learning 

Generator – random noise, usually a convolutional network generate image from noise

Discriminator gets alternately real and fake image

The gradient of the discriminator is used to train the generator, gradient descent, adjust weights

Generator is being moved up the gradient for the discriminator error

Tweak weights so that the discriminator is more wrong

Generator output from random data  randomly selected point in 

Latent space

As the generator learns, the generator is making a mapping 

between the latent space and the desired results (cat images). As 

we move in latens space, the generator produce something that 

we consider real/meaningful about the object(cat).

The dimension of the latent space represent features of the 

original data, i.e. size, location in the image, color ++ ➔ the 

generator has structured its latent space in a way that it has some 

understanding of what the object is (cat) in general and in a 

meaningful way. 



GAN challenges
Architecture and hyperparameter tuning of two networks

Generator/discriminator forget old tricks

Networks overpower each other

Mode collapse

Labeled data

Evaluations metrics for real/fake data: Cross-entropy loss vs

Wasserstein distance

Xgboost fraud detection lossess
CGAN= Condissional GAN, WGAN= Wesserstein GAN

https://www.toptal.com/machine-learning/generative-adversarial-networks



medGAN

GANS FOR EPIDEMIOLOGICAL  DATA

From one continuous variable to multiple continuous and binary 

variables

Need to generate realistic synthetic patient records, generate 

high-dimensional discrete variables (e.g. binary and count 

features)

Synthetic data need to achieve comparable performance to real 

data: distribution statistics, predictive modeling tasks, medical 

expert review

Result in limited identity and attribute disclosure 

medGAN: combining an autoencoder with the original GAN to 

generate high-dimensional multi-label discrete samples

Introduce minbatch averaging to avoid mode collapse, more 

efficient



mc-medGAN

G A N S  F O R  E P I D E M I O L O G I C A L  D A T A

One-hot encoding of the multi categorical data 

The decoder is modified by using a Gumbel-softmax

activation after splitting the output with a dense layer per 

categorical variable

During training Gumbel-Softmax outputs are used 

separately to calculate the modified reconstruction loss 





2018 Camini et. al

https://arxiv.org/pdf/1807.01202.pdf


Model evaluation
Information disclosure – How much of the real data can 

directly/indirectly be revealed

Data utility – gauge the extent of which the statistical 

properties of the real data are captured and transferred to the 

synthetic dataset

Membership
Disclosure

Attribute
Disclosure

Disclosure

yes/no?

? ? ?





The SEERS data subset

R E S U L T S  F O R  T H E  S A S  H A C K A T H O N



The data set
• N = 153,728 cases

• 152,490 females
• 1,238

• Age distribution

• Can be divided into five subtypes:

1. Luminal A, n=106,218

• The most frequent BC subtype. 
• The tumor is estrogen positive with good prognosis (i.e., long term survival). 
• Patients with LumA tumors are given target therapy in the form of antiestrogen treatment 

such as tamoxifen.
2. Luminal B, n=14,957

• Estrogen and progesterone positive tumor with relatively good prognosis 
• The Lum B subtype is linked to a significantly worse prognosis than Lum A mainly due poorer 

response to antiestrogen treatment.
3. Basal-like, n=15,408

• Trippel negative tumor (Estrogen, progesterone and Her2 negative tumor)
• The subtype with poorest outcome

4. Her2, n=6,358

• The 2nd worst subtype with respect to outcome
• Her2 positive tumors
• Receives anti-Her2 antibody treatment, e.g., trastuzumab

5. Normal-like, n=10,787

• The molecular profile of the tumor resembles normal breast tissue
• God prognosis

• Tumor Grade
• Tumor grade is based on how much the cancer cells look like normal cells

• Higher grade results in poorer prognosis



the number and sequence of all reportable malignant, in 

situ, benign, and borderline primary tumors, which 

occur over the lifetime of a patient. 

the side of a paired organ or side of the body on 

which the reportable tumor originated 

the site in which the primary tumor originated 

Attributes known to attacker Attributes attacker tries to determine

Disclosure Probability



Disclosure Probability 

for Real & MC-GAN synthetic data

“Grade” Attribute “Lateral” Attribute

Real Data GAN data Real Data GAN data

random
guess

random
guess



Real data Synthetic data 

Overall survival



Survival versus 
clinical 
characteristics

Real data

Synthetic data 



Survival by breast cancer subtype

Synthetic data Real data



Summary
MC-MedGAN

• has the best attribute

• produces synthetic data with poor data utility performance, indicating that the synthetically generated data does not carry the 

statistical properties of the real dataset

• relies on continuous embeddings of categorical data obtained via an autoencoder

• generated data show less then 1% failure when run through the SEER datachecks

Propose to make new  medGAN variation, with alternative to one-hot-encoders and autoencoders

• Target encoding

• Leave-one-out encoding

• Bayesian Target 

• Weight of evidence

Check out blog: https://www.toptal.com/machine-
learning/generative-adversarial-networks

https://towardsdatascience.com/stop-one-hot-encoding-your-categorical-variables-bbb0fba89809

