Game of Thrones : Text Analysis of the George R.R Martin’s
book series A Song of Ice and Fire using SAS Text Miner
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Introduction

Background

A Song of Ice and Fire

60 million copies sold

45 languages J
SPOILERS ARE COMING

HBO television show: 18.6 million viewers

*Presentation may contain spoilers



Introduction

Objective

Books contain a unique narrative structure of switching narrator point of view on a
per chapter basis along with having dozens of characters, families, and locations.

Can we determine speaker traits based upon text clusters and factor
analysis, character qualities based on common words used, relationship
strength based on interactions?

Can we use text analytics with multiple models to attempt to predict which family's
point of view the reader is viewing the world from?



Introduction

Tools
SAS Enterprise Miner

Filter, Data Partition, Metadata, Regression, and Save Data

Used for filtering observations, data control, predictive modeling,
and building data sets

SAS Text Miner

Text Import, Text Parsing, Text Filter, Text Profile, Text Cluster, Text Topic

Used for reading in text, filtering terms, including/excluding
parts of speech, pattern discovery



Introduction

Corpus

5 Books
337 Chapters
24 Character Perspectives
13 Families
134,840,898 characters of text

TEXT /b FIRST_NAME /i LAST_NAME (&) BOOK (3

PHET The prophet was drowning men on Gr... areyjoy 4

VNED MAN Only when his ams and legs w... greyjoy
hotah
haotah
martell

martell

ARYA Herfather had been fighting with the council ag... |anyes

ARYA The one-sared black tom arched his back and ...

ARYA “High,” Syrio Forel called out, slashing at her he...



Analysis: Process flow

Process Flow
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Analysis: Data Preparation

Step 1.

Input Data
having 337
chapters

-:F GOT_Dataset

5]

{j

Parse to remove low
information terms
that add noise

Filter out chapters
with less common
family name

1 ™etadata

Set the target Partition 60,40

variable

=/ Filter ata Partition

F

L:_?% Text Filter E:_T_nlﬁl Text Cluster i% Text Topic
| @ V) | @

Derive text mining
topics

Filter for terms that
occur atleast in 2
documents

Derive text mining
SVD values

Filter / Metadata / Partitioning

Er Prediction
LE Metadata 1
|

Prepare text mining
data for prediction

Regression

{J'

Predict the family




Analysis: Data Preparation

connigton

Clear Filter

s/ Keep E=r Make Family

o Stark/Lannister | 3 binary
i

Interactive Class Filter

Select values to remove from the sample.

haotah marte i stark tarly
| lannister o3 selmy = Yen tarth

[ Mining

Filtering Method

Default
Default
Default
Default
Default
Default
Default
Default
Default

Default
Default
Default
Default
Default
Default
Default
Default
Default

User Specified Default

Bar graphs of all imported
variables

User specified selection of
which values to keep

Removal of missing values

Minimum Frequency/Number
of Levels cutoffs



Analysis: Data Preparation

Metadata

Variables - Meta5

Configure and change metadata

Columns:

Name Hidden Hide ] New Level
family N Default ;lnput ominG Binary
TEXT N Default Text Nominal Default
TRUNCATED N Default Input Binary Default

Data Partition

Train

Variables

Cutput Type Data
Partitioning Method Default
Random Seed

Split data into training and validation sets

Training




Analysis: Text Mining

Step 2: Text Mining

Input Data Filter out chapters Set the target
having 337 with less common variable
chapters family name

| | '

::: GOT_Dataset 74 Metadata

L;=.%l Text Filter E:_T_n[hl Text Cluster

| ol | ol o

Filter for terms that Derive text mining
occur atleast in 2 SVDwvalues
documents

Parse to remove low
information terms
that add noise

Partition 60/40

= Text Topic

| °

Derive text mining
topics

E=r Prediction
LE Metadata |
ol

Prepare text mining
data for prediction

Regression

{j

Predict the family




Analysis: Text Mining

Text Parsing General

Mode ID TextParsing4

First step in text mining analysis. Text parsing uses advanced IEF_[!E"f':?'j o=

natural language processing to represent documents as Notes
collections of terms S
: =
® Word Stemmlng }-F‘arse Variable TEXT
*Language English
» Exclude parts of speech =
Different Parts of Speech Mo
° T 1 i-Moun Groups Mo
Determine and exclude entity types i
. g . . . i-Find Entities Standard
« Specified a stop list and multi-word list of terms that |peEEEEs
El
needs to be ignored from analysis including 18 | oDt ey Parl
g i =] ocaton Herson Frop_misi ..
castles, 491 people, 22 places, 24 words considered [ SNL i
Stem Terms fes
too specific, and 317 multi-word terms. Lsynonyms SASHELP.ENGSYIMS
=
OUTPUT: %-Etart List

20,000 terms to be considered for further analysis = SASHELP ENGSTOR

L Eelect Languages




Analysis: Text Mining

" W "
<3 Text Filter B Text Cluster $=5| Tet Topic
= =y ==

Text Parsing - Results

. . .. Title Entity 138Y

Corpus is parsed into terms: ing Title Entity 59 110Y
- Title Entity 0 104Y

.. Title Entity ] 103Y

* Role . .. Title Entity : 100Y

. Title Entity 121 67Y

« Attribute Aftribute | Freg
Alpha — All letters

—
]

LN = BRI

Alpha
Alpha
... Organization Entity

* Frequency

(]

=

 # of Docs

« Term will be kept

zation Time Period Time
Role




Analysis: Text Mining

Texl F a s & Taxt Filta
= o .. Property
Text Filtering General
Mode ID
Imported Data
. . Exported Data
Filter out terms that appeared in only Notes
one document. Train
B
i-Chedk Speliing
L-Dictionary
Weight assigned to terms based on = — _
, , i-Frequency Weighting Default
Inverse Document FrequenCy LTerm We Inverse Document Frequency
S|
t-Minimum MNumber of Documents2
; Mumber of Terms
. . . L-Import Synonyms
Terms occurring infrequently are given =
a higher score { Search Expression

L5ubset Documents

Terms to View
Mumber of Terms to Display
Status




Analysis: Text Mining

- "r Tesk Paribng

5 i ]
«p Toxt Filtar ] Taxt Cluster

.:'_"J

Text Filtering - Results

Terms are given a weight based on the inverse of the their frequency used .

Concept linking is a way to find and display the terms that are highly associated with the
selected term in the Terms table. The selected term is surrounded by the terms that
correlate the strongest with it.

Terms [ [-E- [ Concept Linking
# DOCS WEIGHT ¥

+ saddlebag

quilting
eastward

Ij OWIMW irl d
shadowcats

gunthar

lizard
trader
sailor
hearthfire

#| half-crouch

e e T e R S T T




Analysis : Text Mining

Text Clustering

First step in the knowledge extraction process.

The following steps extract patterns from the

data and match observations to the patterns.

Text Cluster node will discover themes and

assign each document to one of these themes.

Document 1

Document 2

Document 3

Document 4

Document n




Analysis: Text Mining

Text Clustering

Two clustering algorithms are available ey [
« The Expectation Maximization algorithm crnelios

clusters documents with a flat representation, frﬁmd e
« The Hierarchical clustering algorithm groups Traln.

clusters into a tree hierarchy
Lesolution Low
VD Dimensions 10

wact or Maximum Mumber Exact

« Both approaches rely on the singular value

Number of Clusters 5

decomposition (SVD) to transform the original Cluster Algorithm Fxpectation Maximization

Jescriptive Terms 15

weighted, term-document frequency matrix into
a dense but low dimensional representation



Analysis : Text Mining

SVD resolution - Higher the number higher
the risk of fitting to noise

Matrix fior Mining



Analysis : Text Mining

%, Texl Parsing ! Text Filter

| Taxt Topic

i

luster D Descriptive Terms

1blackfish tully freys grace +hope +castle +king +knight king +ser +child +blood +hair +death +die

2grace maester +death +friend +iron +dragon +castle +king +fight king +hope +hundred lord +few +child
3khaleesi +dragon grace +gold +bear +horse +begin +death +land +ser +high +child three +blood +grow
4grace king +gold +ser +king +dragon +smile +mean +father +knight +close +fear +land +friend +feel
S5three maester lord +foot +hundred +run +high +pass +castle +horse freys +great +black first +grow




Analysis : Text Mining

Text Clusters Representations

| Cluster 1 Cluster 3
' B
- A 0 :
NPT &éi"—- ‘
il AT 3
st ¥

Wendish
* Town

Cluster 2
zzo& (1,;:/

that went straight out of his head when he enterec

* Raventree

Hall

Kevan, and Grand Maester Pycelle gathered about Lord Tywin and the king. Joffrey was almost

bouncing, and Cersei was savc a smug little smile, though Lord Tywin looked as grim as

ever. | wonder if he could smile even if he wanted to. “What’s happened?” Tyrion asked.




Analysis : Text Mining

Text Topic

Text Topic node will derives themes/concepts from the terms that can be used instead of the
terms

Each document is assigned to zero or more of those themes

Il Number of Terms by Topics

Number of Terms

Topic ID




We see topics clearly separating
people/places: cwling ~raver

=
-

North

Topic 1

Cities

Topic 2

Rural areas

Topic 3

East

Topic 5

Document Cutoff i Number of Terms #Docs



Analysis : Text Mining

Text Profiling

The text profile node enables us to profile a target variable based on a set of
terms from the document

Text profiling was leveraged to profile the Game of thrones characters, identify
similarities and relationship strengths between the characters based on their
interactions

SNOW_THE_CROW

Seoking: Women witrvn 50 miles of Castle Black *

Our History

His details

In his own words




Analysis : Text Mining

Text Profiling results — Character relationship strengths




Analysis: Text Mining

Text Profiling results — terms describing each character

-

Term5S TYerm#b6 Yerm 8

-

Term 2 Term 3 Term4

aeron drown priestTy wave god shout hil captain
character areo drowiicd men waded out to seize the wretch and hold him underwater. “Lord God who dfowiicd /T8 skull pool
character ananne for us,” the priest prayed, in a voice as deep as the sea, “let Emmond your servant be reborn from | KnNow sand
character ana nt 100 dlindg tent stone un wolf road
character arys father Ove night prince/TH woman find white leave
character asha ustinimi 1arce god e King storm 3ay horse
character barmriston queen/Ty pyramid beast brazen City king dragon
character bran wolf dre n't @ Deeper inside the'pyramid, another four Brazen Beasts
character brenne septon 00 road 13 had been set to guard the iron doors outside the jpit where
character catelyn 1ady 50 room rain norh Oft answer south
character cerse quean/Tl hand little wed lagy/mu ser seven wine
character aragon blood brother slave child 1ce We City
character IVOS ship waler .
character pddard Kng

Jon had no wish to linger here. He started walking toward the wildling
character ime wench sword @ dead giant whose head had been crushed by a stone. A faven was
character ice glant wildling hom raven ranger

character jonconnington iand company house castie golden

character melisandre  wildling fire flame one skull boy black
AN A * Melisandre paid the naked steel no mind. If the wildling ™"

ear exile

character samwell 0 e fire

haraciec sansa nhad meant her harm, she would have seen it in her flames. g
character theon unce castie wall 0 gate warm armow
character fynon nver sister/Ty sione 513 master goig sweel

character victarion ship iron fleet woman capltain/Tu 53l




Analysis: Prediction

Text Rule Builder

This node provides a text mining predictive modeling solution within SAS Text
Miner

This derives a set of classification rules from the terms which are useful in
describing and predicting the target variable

For eg. (Term A) &(Term B) ~(Term C) can be a rule to classify a target variable

The results of the model are highly interpretable




Analysis : Prediction

Text Rule Builder results

Rule | Rule # | Target Value | Precision | Recall | True Positive/Total = True positive/Total(Target level]
it & =sail

jape & dw

debt & enjoy

grey

tree

The jgolden hand was the occasion for much admiring

knocked over a goblet of wine. Then his temper got the

was grey, and I could not see a foot past the nose

the trees were like long skinny arms reaching out

Training Hitrate: 97.2%

Statistics Label | veleaton _ Validation Hitrate:76.85%

ge Squared Errar
ar for ASE

_ _ @ Not a great model for
Sum of Frequencies 4 :

Root Average Squared Errar

Root Average _ 0.1860 prediction, good for
Sum of Sguared Errors e Sl .
Classified Cases ] explanatlon

Mumber of




Analysis : Performance Comparison

Comparison of predictive models

Once the predictor variables were obtained from the text mining process, various
models were tested for their accuracy in predicting the character family by chapter

Logistic Regression
Decision Tree
Neural Networks

Text Rule Builder




Analysis : Performance Comparison

Comparison of predictive models — process flow

PERFORMAMCE

PREDICTION
COMPARISON

Filter_top_ | Metadata Data Partition

= | GOT s, families 1
v “

O i : = ‘="
E\ Text Parsing ==¢ Text Filter E:_‘[_nnnl Text Cluster B=| Text Topic
W ) ] i3+ Meural Network

¥ v

E=r Prediction l##* Regression
£ Metadata Bl . ed i
" - * Comparison

@ |:j
* * Decision Tree
1)

DATA PREPARATION & TEXT MINING 3 Text Rule
-:5 Builder




Analysis : Performance Comparison

Model Comparison results

Model Description

Text Rule Builder
Meu letwork
Regre n
Decision Tree

Sensitiity

Target Target Label

Variable

family
family
family
family

Data Role = TRAIN

04 06
1 - Specificity

Selection Criterion: Valid:

Train: Misclassification

Misclassification Rate Rate

Sensitivity
e B

04 0B
1 - Specificity

Naive Rule:

96 Stark Chapters / 141 Total
Chapters = 68%



Analysis : Prediction

Neural Nets vs Logistic Regression — Family Prediction

All predictors show as extremely significant One predictor shows as significant

Likelihood FRatio Tezt for Global Null Hypothesiz: EETA=0

-2 Log Likelihood

Intercept
Only

1052.614

Intercept &
Cowvariates

g5.972

Likelihood
Fatio
Chi-%Square

963. 6423

Type 3 Analvsis of Effects

Effect DF
TextClusters 3VD1 5
TextClusters 3VDE 15
TextTopic_rawl g
TextTopic_ramws g
TextTopic_ramw3 la
TextTopic_rawd 11
TextTopic_rawd 1l

Wald
Chi-3quare

Z2290. 5706
1159.9281
952.3889

1497.9255

28967.8810
l625.6245
J4. @360l

Pr >

[ T e T S T A A

DF Pr > Chi3g

lal <. 0001

ChisSg

Qo001
LQo0l
LQo0l
Qo001
Laool
Loonl
L0003

[Parameter DF Estimate
[[ntercept 1 =3.7213
Textlluster 3VD1 L T.1816
Textlluster_ SWVD2 1 3.8720
TextTopicZ rawl 1 -1.4273
TextTopici raws 1 -7.6357
TextTopici rawd 1 -12.1276
TextTopici_rawd 1 7.9615
TextTopici_ rawh 1 -16.6764

Odds Ratio Estimates

Point
Effect Estimate
TextCluster_35VD1 999,000
TextCluster_35VDa 43, 040
TextTopici rawl 0.240
TextTopici_rawz <0.001
TextTopici_raw3 <0.001
TextTopici_rawd 999,000
TextTopicZ_rawl <0.001

Standard

Error

9386
08353
L2265
L3568
L7575
3363
5620
T213

Wald
Chi-Square

0.2z
0.79
0.2z
0.03
0.
z
u]
4

17

02
.57
LBE

Analysiz of Madimum Likelihood Esztimates

Pr > Chi3g

0
0
0
0
0
0
i}
0

LB3592
3744
L6379
LB644
L6540
1554
L4510
L0308

Jtandardized

Estimate

L1867
L6140
-0.
-0.
-0.
L2698
-0.

0657
3455
S266

7322

Exp (Est)

0.024
899,000
48.040
0.z40
0.000
0.000
399. 000
p.ooo




Analysis : Prediction

Neural Nets — Character Prediction

Clazzification Table

Data Role=TRAIN Target Variable=character Target Label=' !

Predicting chapter by character Tarae ouoome  Frequency
utcone Perceﬁtage Fercentage Count
All text allowed AR ARYL 86,364 495, 000
ARTA Q.091 50.000
. . AN ARTA 4. 545
Prediction tends to get confused M BRAT
. =) BEAN
mainly amongst characters o BRAN
. AR ERIENNE
who interact often (Arya and Ko CATELYH 4,000

Brienne) and characters who
appear less often (Aeron)



