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Ask the Expert
Variable Selection Using SAS Enterprise Guide and 
SAS Enterprise Miner
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Goals

• Increase awareness of and comfort with capabilities in SAS® for 
doing variable selection 

- SAS® Enterprise Guide® 

- SAS® Enterprise Miner™

• Share resources for learning more
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AGENDA Variable Selection using SAS® Enterprise Guide® 
and SAS® Enterprise Miner™

• What is variable selection?

• Why is it important?

• Why should it be on your list of activities when doing 
predictive modeling? 

• How to do variable selection using 

• SAS Enterprise Guide 

• SAS Enterprise Miner
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What? Variable Selection or Variable Reduction

Variable selection is used to find a 
subset of the available inputs that 

accurately predict the output.?
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Why? Variable Selection

Our life is frittered away by detail...Simplify, simplify.
Henry David Thoreau
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Why Variable Selection?

• Smaller Data 

• Speed/Performance

- Decreased Computation Time

- Decreased Scoring Effort

• Cost

- Data Collection

- Data Cleaning

• Other Statistical Reasons

• Interpretability

• Multicollinearity & Irrational Coefficients

• Missing Data

• Redundancy

• Predictive Power

- Destabilize the parameter estimates

- Increase the risk of over fitting

- Noise

The principle of Occam's Razor states that among several plausible explanations 
for a phenomenon, the simplest is best. 
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Before Variable Selection
Things to consider

Decide how you intend to use your model.
• Describe the relationship between variables

• Which predictors are statistically significant

• Model has reasonable goodness-of-fit

• Ability to predict

Ideally, the ultimate model would do all of these tasks, 
describe and predict, equally well. Rarely do we have 
that luxury in the real world of messy and 
uncooperative data to accomplish all of these.
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Before Variable Selection Tasks to complete

Identify outliers and influential points - maybe 
exclude them at least temporarily.

Add in any transformations of the variables that 
seem appropriate.

Impute missing values
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Variable Selection
Concepts

Variable Selection

• Regression based

• Criterion Based

• Variable Screening

• Variable Clustering

Variable Combination

• Principal Components uncorrelated 
linear combinations of all input 
variables
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Variable Selection
Concepts
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Variable Selection
Methods

• All Possible 

• Best subset selection methods

• Automatic Subset Selection Methods

• Stepwise, Backward, Forward 

• Criterion Based/Variable Screening

• Variable Ranking, Correlations, Weight of Evidence

Which one is best?
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Subset Selection Methods
Automatic and All Possible

• Stepwise selection considers adding and deleting predictors at each step of the process

• Forward selection begins with a simple regression model and adds, one at a time. 
However, once a predictor is in the equation, it is never deleted. 

• Backward selection begins with the multiple regression model including all possible 
predictors and deletes, one at a time.  Once a variable is deleted, it is never 
reconsidered for inclusion.

• Best subsets estimates one regression model for all possible combinations of the 
predictor variables and chooses the best model among them. 

When five predictors (x’s) are available for estimation, there are: 5 
simple regression models, 10 different two-predictor models, 10 
different three-predictor models, 5 different four-predictor models, 
and 1 five-predictor model, totaling 31 regressions. When ten 
predictors are available, there are 1,023 possible subsets.
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Data
Donor_Raw_Data

People likely to donate 
to a charity

• Y=TARGET_B 

• N = 19,372

• Variables = 50 (47 
Inputs)

Column Descriptions
Download Data

http://support.sas.com/documentation/cdl/en/emgsj/67981/HTML/default/viewer.htm#p0gbbwhw4eszv5n1rko3o6x34b3g.htm
http://support.sas.com/documentation/onlinedoc/miner/getstarted53.zip
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SAS® Enterprise Guide®
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SAS® Enterprise Guide® Methods available

• Regression

• Variable Screening 

• Correlation 

• Variable Clustering

• Principal Components

• Weight of Evidence (WOE) and Information Value 
(IV)
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SAS® Enterprise Guide®
First Things First

Impute missing values

Categorical

Continuous

Set Gender to Unknown, SES to Level 5 
(Unknown), Urbanity to M (missing)

MEAN, RANDOM, PMEDIAN or Constant Value
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SAS® Enterprise Guide®
First Things First – New in SAS/Stat 14.1

Impute missing values – PROC SURVEYIMPUTE

The SURVEYIMPUTE procedure imputes missing values of an item in a sample survey by replacing
them with observed values from the same item. Imputation methods include single and multiple hot-deck
imputation and fully efficient fractional imputation (FEFI)

PROC SURVEYIMPUTE Documentation

/* Joint imputation for Department and Response*/
proc surveyimpute data=SIS_Survey_Sub method=fefi varmethod=jackknife;

class Department Response;
var Department Response;
strata State NewUser;
cluster School;
weight SamplingWeight;
output out=SIS_Survey_Imputed outjkcoefs=SIS_JKCoefs;

run;

http://support.sas.com/documentation/cdl/en/statug/68162/HTML/default/viewer.htm#statug_surveyimpute_overview.htm
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SAS® Enterprise Guide®
Logistic Regression
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SAS® Enterprise Guide®
Logistic Regression
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SAS® Enterprise Guide®
Logistic Regression

• Selection=None
• Selection=Forward
• Selection=Backward
• Selection=Stepwise
• Selection=Score

Variable Selection Methods in Proc 
Logistic Documentation

❖ Ones in BLUE available in SAS 
Enterprise Guide

http://okstate.edu/sas/v7/sashtml/books/stat/chap35/sect20.htm
http://okstate.edu/sas/v7/sashtml/books/stat/chap35/sect20.htm
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SAS® Enterprise Guide®
Logistic Regression

Variable Name Stepwise Backward Forward

CLUSTER_CODE *
FREQUENCY_STATUS_97N * * *
HOME_OWNER * * *

IM_WEALTH_RATING * * *
IN_HOUSE *
LIFETIME_CARD_PROM * *
M_WEALTH_RATING * * *
MEDIAN_HOME_VALUE * * *
MONTHS_SINCE_FIRST_GIFT * * *

MONTHS_SINCE_LAST_GIFT * * *
NUMBER_PROM_12 *
PEP_STAR * * *
RECENT_AVG_GIFT_AMT * * *

RECENT_CARD_RESPONSE_COUNT *

RECENT_CARD_RESPONSE_PROP * * *
SES * *
Number of Variables 12 13 13



Copyr ight  © SA S Inst i tute  Inc .  A l l  r ights  reserved.

SAS® Enterprise Guide®
HPLogistic Regression

Variable Name Stepwise Backward Forward
Backward 

Fast
CLUSTER_CODE *
FREQUENCY_STATUS_97N * * * *
HOME_OWNER * * * *
IM_WEALTH_RATING * * * *
IN_HOUSE * *
LIFETIME_CARD_PROM * *
M_WEALTH_RATING * * * *
MEDIAN_HOME_VALUE * * * *
MONTHS_SINCE_FIRST_GIFT * * * *
MONTHS_SINCE_LAST_GIFT * * * *
NUMBER_PROM_12 * *
PEP_STAR * * * *
RECENT_AVG_GIFT_AMT * * * *

RECENT_CARD_RESPONSE_COUNT *

RECENT_CARD_RESPONSE_PROP * * *
SES * *
URBANICITY * *
Number of Variables 12 14 13 12

Available in SAS 9.4 and SAS Enterprise Guide 6.1 or higher
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SAS® Enterprise Guide®
Logistic Regression – Use SELECTION=SCORE

Right Mouse Click on Logistic 
Regression Node Change to SELECTION=SCORE

Only for numeric variables and 2 level categorical
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SAS® Enterprise Guide®
Variable Selection Methods in SAS/Stat Proc Logistic

SELECTION = SCORE BEST=1
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SAS® Enterprise Guide®
Variable Selection Methods in SAS/Stat Proc Logistic

SELECTION = SCORE BEST=1 (continued)
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SAS® Enterprise Guide®
Variable Selection Methods in SAS/Stat Proc Logistic

SELECTION = SCORE BEST=1 (continued)
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SAS® Enterprise Guide®
Variable Selection Methods in SAS/Stat 
Proc Logistic & PROC Reg

• PROC LOGISTIC selection methods

• PROC REG selection methods

http://support.sas.com/documentation/cdl/en/statug/66859/HTML/default/viewer.htm#statug_logistic_details11.htm
http://support.sas.com/documentation/cdl/en/statug/66859/HTML/default/viewer.htm#statug_introreg_sect004.htm
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SAS® Enterprise Guide®
Variable Selection Methods in SAS/Stat Proc REG

• Forward
• Backward
• Stepwise
• LASSO
• LARS
• MAXR
• MINR
• RSQUARE
• CP
• ADJRSQ
• SCORE

❖ Ones in BLUE available in SAS 
Enterprise Guide

Only for numeric variables
HP Linear Regression available starting in SAS 9.4
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SAS® Enterprise Guide®
Variable Screening - Correlations

➢ Better for smaller 
datasets

➢ Becomes more 
complicated with 
more variables

• Are input variables 
are correlated with Y

• Are variables 
correlated with each 
other

PROC CORR DATA=sas-data-set <options>;

VAR variables;

WITH target variable;

RUN;

Only for numeric variables
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SAS® Enterprise Guide®
Variable Screening - Correlations

3 Correlation Types

• Pearson

• Spearman 

• Hoeffding’s D

Inputs correlated with Y or Target Variable
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SAS® Enterprise Guide®
Variable Screening - Correlations

Input Variable Correlations
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SAS® Enterprise Guide®
List High Correlation Values

Run 

Correlation 

Task

Stack 

Columns 

(keep 

_TYPE_= 

‘CORR’)

Filter to NOT 

BETWEEN

-.5 and .5 and 

NOT=1

Sort to 

DEDUP other 

½ of matrix
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SAS® Enterprise Guide®
List High Correlation Values
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SAS® Enterprise Guide®
Variable Clustering

• Finds groups of variables that are as correlated as possible with each other

• And as uncorrelated as possible with other variables

PROC VARCLUS DATA=sas-data-set<options>;

VAR variables;

RUN;

Only for numeric variables
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SAS® Enterprise Guide®
Variable Clustering

Select one variable from each cluster.  If the cluster has 
several variables you can select multiple.
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SAS® Enterprise Guide®
Variable Clustering

Using PROC TREE you can output a 
tree diagram of the Variable Clusters

PROC VARCLUS DATA=sas-data-set outtree=tree;

VAR variables;

RUN;

PROC TREE horizontal haxis=axis1 vaxis=axis2;

height _propor_;

id _label_;

run;
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SAS® Enterprise Guide®
Principal Components

Only for numeric variables

• Uses all numeric variables
• Hard to interpret individual 

variables
• Called variable reduction or 

dimension reduction

Principal Component Analysis Chapter

http://support.sas.com/publishing/pubcat/chaps/55129.pdf
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SAS® Enterprise Guide®
Principal Components

1. Eigenvalue - one criterion 
(keep any with eigenvalue >1)

2. The Scree Test (break 
between components)

3. Total Variance Explained (For 
example > 90%)

90%

Eigenvalue 
> 1

Proportion of 
Variance Explained 

> 90%
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SAS® Enterprise Guide®
Weight of Evidence (WOE) and Information Value (IV)

Only for numeric variables

Information Value (IV) is used to compare predictive power among 
variables.

Weight of Evidence (WoE) is a measure of how much an attribute in the data 
is related to the outcome.

𝑊𝑜𝐸 = [ln(
𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐹𝑟𝑒𝑞 𝑜𝑓 𝑁𝑜𝑡 𝐷𝑜𝑛𝑎𝑡𝑖𝑛𝑔𝐼

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐹𝑟𝑒𝑞 𝑜𝑓 𝐷𝑜𝑛𝑎𝑡𝑖𝑛𝑔𝑖
)} * 100

𝐼𝑉 = σ(𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐹𝑟𝑒𝑞 𝑜𝑓 𝑁𝑜𝑡 𝐷𝑜𝑛𝑎𝑡𝑖𝑛𝑔𝑖 - 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐹𝑟𝑒𝑞 𝑜𝑓 𝐷𝑜𝑛𝑎𝑡𝑖𝑛𝑔𝑖) * WOE
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SAS® Enterprise Guide®
Weight of Evidence (WOE) and Information Value (IV)

proc hpbin data=sas-data-set numbin=5; 

input age/numbin=4; 

input all other variables; 

ods output Mapping=Mapping;

run; 

proc hpbin data=sas-data-set WOE BINS_META=Mapping; 

target Y/level=nominal order=desc; 

run;

Available in SAS 9.4

YouTube Video on HPBIN
PROC HPBIN Documentation

https://www.youtube.com/watch?v=48XDnD6fZ4o
https://support.sas.com/documentation/onlinedoc/stat/143/stathpug.pdf
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SAS® Enterprise Guide®
Weight of Evidence (WOE) & Information Value

Variable Reduction in SAS by Using Weight of Evidence and Information Value 

Available in SAS 9.4

Information Value

0.02-0.1 Weak

0.1-0.3 Medium

0.3-0.5 Strong

>0.5 Suspicious

http://support.sas.com/resources/papers/proceedings13/095-2013.pdf
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SAS® Enterprise Miner™
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SAS® Enterprise Miner™ Methods available
• Regression
• High Performance Regression

• Decision Trees
• Random Forest

• High Performance Tree

• Variable Selection
• Stat Explore

• Variable Selection

• LARS/LASSO

• High Performance Variable Selection

• Variable Clustering

• Principle Components

• Weight of Evidence (WOE)
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SAS® Enterprise Miner™ Regression

• Full
• Stepwise
• Backward
• Forward
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SAS® Enterprise Miner™
Logistic Regression

Variable Name Stepwise Backward Forward

FREQUENCY_STATUS_97N * * *

LIFETIME_CARD_PROM *

MEDIAN_HOME_VALUE * * *

MONTHS_SINCE_FIRST_GIFT * *

MONTHS_SINCE_LAST_GIFT *

PEP_STAR * * *

RECENT_AVG_GIFT_AMT *

RECENT_CARD_RESPONSE_COUNT * *

CARD_PROM_12 * *

IMP_INCOME_GROUP * *

LIFETIME_GIFT_AMOUNT *

M_DONOR_AGE * *

IMP_DONOR_AGE * *

Number of Variables 11 11 3

Based on Validation Misclassification Rate – the forward model won
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SAS® Enterprise Miner™ HP Regression

• Full
• Stepwise
• Backward
• Forward
• Fast Backward

Only for Interval Targets
• LAR
• LASSO
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SAS® Enterprise Miner™
HP Regression

Variable Name Stepwise Backward Forward
Fast

Backward

FREQUENCY_STATUS_97N * * * *

MEDIAN_HOME_VALUE * * * *

MONTHS_SINCE_FIRST_GIFT * *

MONTHS_SINCE_LAST_GIFT * * *

PEP_STAR * * * *

RECENT_AVG_GIFT_AMT *

RECENT_CARD_RESPONSE_COUNT * * *

CARD_PROM_12 * * * *

IMP_INCOME_GROUP * *

LIFETIME_GIFT_AMOUNT *

M_DONOR_AGE * * *

IMP_DONOR_AGE * *

RECENCY_STATUS_96NK *

PER_CAPITA_INCOME * *

Number of Variables 5 8 11 12

Based on Validation Misclassification Rate – the HP stepwise model won
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SAS® Enterprise Miner™ Decision Tree

Based on Validation Misclassification Rate  
Using Decision Tree for Variable Selection then Regression won
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SAS® Enterprise Miner™ HP Tree
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SAS® Enterprise Miner™ Random Forest

• Predictive Model called a 
Forest

• Creates Several Trees
• Training Data sampled 

without replacement
• Input variables sampled

Available in EM 13.1
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SAS® Enterprise Miner™ StatExplore

The StatExplore node is a 
multipurpose node that you use 
to examine variable distributions 
and statistics in your data sets. 
Use the StatExplore node to 
compute standard univariate
statistics, to compute standard 
bivariate statistics by class target 
and class segment, and to 
compute correlation statistics for 
interval variables by interval input 
and target. You can also use the 
StatExplore node to reject 
variables based on target 
correlation.

http://swwafs.unx.sas.com/pub/doc_dev/stat/datamine/d2emcs61/html/StatExplore.html
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SAS® Enterprise Miner™ Variable Selection
• R-square
• Chi-square
• Both
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SAS® Enterprise Miner™ HP Variable Selection

• Fast Selection
• Lar
• Lasso
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SAS® Enterprise Miner™ LARS

• LASSO
• LAR
• Adaptive LASSO
• None

LAR and LASSO

Adaptive LASSO
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Selecting best variable

SAS® Enterprise Miner™
Variable Clustering

The Cluster Component property exports a 
linear combination of the variables from 
each cluster. Cluster Component is the 
default setting for the Variable Selection
property. 

The Best Variables property exports the 
variables in each cluster that have the 
minimum R-square ratio values. 

Cluster components
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SAS® Enterprise Miner™ Principle Components
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HP Principal Components

Perform principal component analysis for data 
dimension reduction, a frequent intermediate step in 
the data mining process

SAS® ENTERPRISE MINER™

New in SAS® Enterprise Miner™ 13.1
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SAS® Enterprise Miner™ Weight of Evidence (WOE) and Information Value (IV)

Available in Credit Scoring 
Add-On
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SAS® Enterprise Miner™
Use Metadata Node For Combining
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SAS® Enterprise Miner™ Metadata node for combining

None — The role of input and rejected 
variables is based on the active 
metadata. 
Any — A variable is set to Rejected if it 
is rejected in at least one of the 
incoming metadata sources. 
All — A variable is rejected only if it is 
rejected in all of the incoming metadata 
sources. 
Majority — A variable is rejected if it is 
rejected in the majority of the incoming 
metadata sources. If there is a tie, the 
rejection is based on the active 
metadata source. 
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Resources for Variable Selection
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Model Selection 
using SAS® Enterprise Guide® and SAS® Enterprise Miner™

http://support.sas.com/training/askexpert.html

http://support.sas.com/training/askexpert.html
support.sas.com/training/askexpert.html
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Resources
SAS Courses 

• Predictive Modeling Using Logistic Regression

• Applied Analytics Using SAS Enterprise Miner

• SAS Enterprise Miner High-Performance Data Mining Nodes

• Data Mining Techniques: Theory and Practice

• Predictive Modeling Using SAS High-Performance Analytics Procedure

• Applied Clustering Techniques

For a complete list of courses, please see 
https://support.sas.com/edu/courses.html?ctry=us

https://support.sas.com/edu/courses.html?ctry=us
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Resources
Videos

• The HPBIN Procedure

• Introducing the HPGENSELECT Procedure

• Introducing PROC QUANTSELECT

• What’s New in SAS Enterprise Miner

• Interval Target Scorecards – Interactive Binning 
Node

• The New HP GLM Node in SAS Enterprise Miner

• Tutorials for SAS programming, Enterprise Guide, 
Analytics

http://youtu.be/48XDnD6fZ4o
https://www.youtube.com/watch?v=RV6lkXNpoKA
https://www.youtube.com/watch?v=4NHvmxtI0q8
https://www.youtube.com/watch?v=TbljqjU04Wg
https://www.youtube.com/watch?v=RwT4BZfv6h4
https://www.youtube.com/watch?v=88qWDc1pGUU
http://support.sas.com/training/tutorial/index.html#s1=1
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Resources
Additional Reading

• Graphs Useful For Variable Selection in Predictive Modeling Predictive Models Based on Reduced Input Space That 
Uses Rejected Variables 

• Variable Reduction in SAS by Using Weight of Evidence and Information Value 

• Combining Decision Trees with Regression in Predictive Modeling with SAS® Enterprise Miner™ 

• Variable Reduction for Modeling using PROC VARCLUS

• Applications of the GLMSELECT Procedure for Megamodel Selection

• Variable Selection in Data Mining: Building a Predictive Model for Bankruptcy

• Model Variable Selection Using Bootstrapped Decision Tree in Base SAS® 

• SAS® Code for Variable Selection in Multiple Linear Regression Models Using Information Criteria Methods with 
Explicit Enumeration for a Large Number of Independent Regressors

• On Bayesian Model and Variable Selection using MCMC

• Recreating the SELECTION=SCORE Model Specification with the BEST=n Effect Selection Option for PROC 
SURVEYLOGISTIC

• An Overview of Machine Learning with SAS Enterprise Miner

• How to Apply the VIF Regression Algorithm in SAS Enterprise Miner

• Extension Node to the Rescue of the Curse of Dimensionality via Weight of Evidence (WOE) Recoding

http://support.sas.com/resources/papers/proceedings14/1601-2014.pdf
http://support.sas.com/resources/papers/proceedings13/095-2013.pdf
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Questions?
Thank you for your time and attention!
Connect with me:
LinkedIn: https://www.linkedin.com/in/melodierush
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