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Kubernetes

• Matches 
workload to 
compute

SAS Workload 
Management

• Extends 
Kubernetes

• Control where 
and when jobs 
are processed
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Is Kubernetes no good?

Why Workload Management in Viya?

SAS still spawns servers for individual users

Different users need different resources

Different users need different limits

Different groups have different budgets 

Different amounts of resources may be available 
at different times

Different resources may have different limits
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Allowing SAS Administrator to manage resources as opposed to a Kubernetes administrator

Issues Workload Management Tries to Solve

amount of resources type of resources Timing – “when”

jobs of a certain type Scheduling resources
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Full Control

Workload Management Benefits

CONFIGURATION
• Single point of

administration

HOST
• scheduling and 

suspension thresholds

• limiting of number of 
jobs executing at once

• Jobs would go to least 
utilized host of 
allowed list of hosts

JOBS
• limited per user, per 

host, per queue

• resource limited (run 
time, memory used, 
…)

• prioritized possibly 
preempting other 
specific jobs

USER
• run designated 

workloads at 
designated times
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Service A1

STATELESS NODE POOL

Microservices and Web Apps

Service B1 Service C1

Service A2 Service B2 Service C2

SAS 
Compute

SAS 
Compute

CAS 
Worker

SAS 
Compute

COMPUTE NODE POOL

SAS Compute Services

Web App Web App

CAS 
Controller

CAS Cluster

CAS 
Worker

CAS 
Worker

CAS NODE POOLSTATEFUL NODE POOL

Commodity Services

Postgres Consul RabbitMQ

OPS4VIYA

SYSTEM NODE POOL

Monitoring + Logs

Ingress

SAS Workload Management – focused on SAS ComputeSAS Workload Management is focused on SAS 
Compute Services
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The Solution

• Implementing existing and proven queue and policy management methodologies 
within SAS Viya with SAS Workload Management

• Full utilization out of the box cloud and Kubernetes capabilities and extending the 
functionally to flexible customize analytical workload execution

• With WLM adding layer of resilience to platform

• Enabling SAS Admins to control job execution & configuration

• Providing a new form of elasticity to SAS Customers with WLM Autoscaling

How are we solving the problem?
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Balance cost with agility

Improve throughput, availability and productivity

Simplify administration

• Queue prioritization
• Multi-tenant support
• Load balancing
• Runs in Kubernetes

• Target optimal queue
• Simultaneous job execution
• Workload preemption 
• Automatic restart
• Expanded high-availability

• SAS Workloads
• Configuration
• Monitoring

• Limit user disruption
• Launcher Context per application
• WLM policy driven autoscaling

P OWERED BY

SAS WORKLOAD MANAGEMENT
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A Brief History of
Workload Management…
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SAS 9 LOAD BALANCED WORKSPACE SERVERS

USER

HostA

SAS 
SERVER

CONTEXT

OBJECT
SPAWNER

ENTERPRISE
GUIDE

METADATA

SERVER

HostA

OBJECT
SPAWNER

HostA

OBJECT
SPAWNER

HostA

OBJECT
SPAWNER

OBJECT
SPAWNER

WORKSPACE

SERVER

COMPUTE SESSION

HostX
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HostX

SAS 9.4 GRID-LAUNCHED WORKSPACE SERVERS

HostX

USER

WORKSPACE

SERVER

COMPUTE SESSION

HostA

SAS 
SERVER

CONTEXT

OBJECT
SPAWNER

METADATA

SERVER

HostB

WORKLOAD

ORCHESTRATOR

MANAGER

WORKLOAD

ORCHESTRATOR

SERVER

Queue 
Name

SAS STUDIO
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Workload Management
in SAS Viya…
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HostX

NodeX

SAS VIYA 4 SAS WORKLOAD MANAGEMENT

USER

COMPUTE SERVER

compsrv_start.sh and 
compsrv processes

COMPUTE SESSION

COMPUTE

CONTEXT

LAUNCHER

CONTEXT

SAS 
COMPUTE

LAUNCHER
SERVICE

SAS STUDIO

INFRASTRUCTURE

DATA SERVER

WORKLOAD

ORCHESTRATOR

MANAGER

Queue 
Name

WORKLOAD

ORCHESTRATOR

SERVER

Pod
Template

Kubernetes 
API Server

KubeletK8S Pod
w/ node set
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Demo of
Workload Management

in SAS Viya
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Autoscaling Configuration Summary

#3 - Queue Definition

#2 - Host Type Definition

#1 - Node Pool Definition #4 - Context Definitions
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SAS 9 Grid Manager for 
Platform

SAS 9 SAS Grid 
Manager

SAS Workload Management
Grid Migration
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Analytics
Predictive 

node scaling 
based on 

historic job 
activity

Scale node pools ahead of 
forecasted need

Resource 
optimization 

for pods 
based on 

historic job 
activity

Change resource requests 
to be more like actual 

resources used.
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Visualization

• Update UI with visuals related to
• Host Information

• % Utilization

• Job Information

• Queue Information
• Running jobs

• Pending jobs

• Job information
• Gannt chart of running jobs start time 

(end time) relative to current time
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Thank you!
Alex.Daehnrich@sas.com

Doug.Haigh@sas.com

Try SAS Viya for Free

https://www.sas.com/en_us/trials/software/viya/viya-trial-form.html

https://www.sas.com/en_us/trials/software/viya/viya-trial-form.html


Backup Slides for SWO UI



Launcher Client Context specifying a SWO Queue



Launcher Client Context specifying a Launcher Context



Launcher Context specifying a Kubernetes Pod Template



SAS Workload Orchestrator Dashboard



SAS Workload Orchestrator Configuration – Job Monitoring & Management



SAS Workload Orchestrator Configuration – Job Properties



SAS Workload Orchestrator Configuration – Job Properties



SAS Workload Orchestrator Configuration – Queue Monitoring & Management



SAS Workload Orchestrator Configuration – Queue Jobs



SAS Workload Orchestrator Configuration – Host Monitoring



SAS Workload Orchestrator Configuration – Host Properties



SAS Workload Orchestrator Configuration – Host Jobs



SAS Workload Orchestrator Configuration – Manager Logs



SAS Workload Orchestrator Configuration – Manager Log Levels



SAS Workload Orchestrator Configuration – Queue Properties



SAS Workload Orchestrator Configuration – Queue Properties
Job Scheduling



SAS Workload Orchestrator Configuration – Queue Properties
Job Scheduling



SAS Workload Orchestrator Configuration – Queue Properties
Job Execution Limits



SAS Workload Orchestrator Configuration – Queue Properties
Job Execution Limits



SAS Workload Orchestrator Configuration – Queue Properties
Job Authorization



SAS Workload Orchestrator Configuration – Queue Properties
Job Execution Host



SAS Workload Orchestrator Configuration – Queue Properties
Job Resource Requirements



SAS Workload Orchestrator Configuration – Queue Properties
Autoscaling



SAS Workload Orchestrator Configuration – Queue Properties
Time-based Configuration Overrides



SAS Workload Orchestrator Configuration – Host Type Properties



SAS Workload Orchestrator Configuration – Host Type Properties
Host Selection



SAS Workload Orchestrator Configuration – Host Type Properties
Autoscaling



SAS Workload Orchestrator Configuration – Host Type Properties
Time-base Overrideable Job Scheduling
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Backup Slides for Auto-Scaling 
Configuration



Scalable Host Type Configuration
Enable Node Pool Scaling



Scalable Host Type Configuration
Enable Node Pool Scaling



Scalable Host Type Configuration
Enable Node Pool Scaling



Scalable Host Type Configuration
Node Pool Labels



Scalable Host Type Configuration
Set Node Label as Host Properties



Scalable Queue Configuration
Set Host Type to Scalable Host Type



Launcher Client Context specifying a SWO Queue
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Backup Slides for Auto-Scaling
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SAS WORKLOAD ORCHESTRATOR CLUSTER AUTOSCALING65

sas-batch-6bc9f9d76c-ncmth   1/1 Running aks-stateless-41936518-vmss00000n 

sas-workload-orchestrator-0  1/1 Running aks-stateful-10864146-vmss00000n  

sas-workload-orchestrator-1  1/1 Running aks-stateless-41936518-vmss00000n 

Demonstration of Kubernetes Activity

sas-batch-6bc9f9d76c-ncmth                             1/1 Running aks-stateless-41936518-vmss00000n

sas-workload-orchestrator-0                            1/1 Running aks-stateful-10864146-vmss00000n 

sas-workload-orchestrator-1                            1/1 Running aks-stateless-41936518-vmss00000n

sas-workload-orchestrator-scaling-pod-00007f102a7b8ea0 0/1 Pending <none>  

At start – no SWO daemons

Jobs submitted; SWO attempts to cause scaling by creating scaling pod
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SAS WORKLOAD ORCHESTRATOR CLUSTER AUTOSCALING66

sas-batch-6bc9f9d76c-ncmth                             1/1 Running           aks-stateless-41936518-vmss00000n

sas-prepull-image-pod-ulsijuvw                         0/1 ContainerCreating aks-compute2-15904406-vmss00007n 

sas-workload-orchestrator-0                            1/1 Running           aks-stateful-10864146-vmss00000n 

sas-workload-orchestrator-1                            1/1 Running           aks-stateless-41936518-vmss00000n

sas-workload-orchestrator-scaling-pod-00007f102a7b8ea0 0/1 Pending           <none> 

Demonstration of Kubernetes Activity

sas-batch-6bc9f9d76c-ncmth                             1/1 Running           aks-stateless-41936518-vmss00000n 

sas-prepull-image-pod-ulsijuvw                         0/1 ContainerCreating aks-compbigmem-15904406-vmss00007n  

sas-workload-orchestrator-0                            1/1 Running           aks-stateful-10864146-vmss00000n  

sas-workload-orchestrator-1                            1/1 Running           aks-stateless-41936518-vmss00000n 

sas-workload-orchestrator-pwnk7                        0/1 Init:0/2          aks-compbigmem-15904406-vmss00007n  

sas-workload-orchestrator-scaling-pod-00007f102a7b8ea0 0/1 Init:0/1          aks-compbigmem-15904406-vmss00007n 

Node created; sas-prepull starts

SWO daemonset pod created on node and scaling pod assigned to node
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SAS WORKLOAD ORCHESTRATOR CLUSTER AUTOSCALING67

sas-batch-6bc9f9d76c-ncmth      1/1 Running aks-stateless-41936518-vmss00000n

sas-workload-orchestrator-0     1/1 Running aks-stateful-10864146-vmss00000n 

sas-workload-orchestrator-1     1/1 Running aks-stateless-41936518-vmss00000n

sas-workload-orchestrator-pwnk7 0/1 Running aks-compute2-15904406-vmss00007n 

Demonstration of Kubernetes Activity

sas-batch-6bc9f9d76c-ncmth                               1/1 Running  aks-stateless-41936518-vmss00000n

sas-batch-server-0c0d8c71-2c63-4cca-8965-98f4e2dcc56b-86 0/2 Init:0/2 aks-compbigmem-15904406-vmss00007n 

sas-batch-server-0c1b662b-3f54-47ab-8cd8-5fd2dddde14a-85 0/2 Init:0/2 aks-compbigmem-15904406-vmss00007n 

sas-batch-server-151e8db6-69a3-41d9-80d5-469fbf413ac1-87 0/2 Init:0/2 aks-compbigmem-15904406-vmss00007n 

sas-batch-server-3161a16c-8e0e-4b7b-8960-ca52c5b24646-91 0/2 Pending  aks-compbigmem-15904406-vmss00007n 

sas-batch-server-97ccea36-fcb8-46fb-94bc-ea6fb95f70d8-89 0/2 Pending  aks-compbigmem-15904406-vmss00007n 

sas-batch-server-a68f40ca-4a4f-43b9-a7e7-f4886b50f13a-90 0/2 Init:0/2 aks-compbigmem-15904406-vmss00007n 

sas-batch-server-d3a0c019-7bc7-4a2a-98a5-9cadf169a564-92 0/2 Pending  aks-compbigmem-15904406-vmss00007n 

sas-batch-server-d74dedaa-1881-4836-95b4-b2144875abd5-88 0/2 Pending  aks-compbigmem-15904406-vmss00007n 

sas-workload-orchestrator-0                              1/1 Running  aks-stateful-10864146-vmss00000n 

sas-workload-orchestrator-1                              1/1 Running  aks-stateless-41936518-vmss00000n

sas-workload-orchestrator-pwnk7                          0/1 Running  aks-compbigmem-15904406-vmss00007n 

SWO daemonset pod finishes initializing; scaling pod deleted; prepull completed

SWO manager schedules jobs to new node



Copyright © SAS Institute Inc. All rights reserved.

Backup Slides for Grid 
Configuration Migration
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SASV9 GRID CONFIGURATION MIGRATION69

$> ./sas-viya workload-orchestrator config grid convert-from-lsf-config-dir \

                                                --cluster-name test_cluster \

                                                --config-path ./lsf-config  \

                                                > lsf-config.json

The conversion of the LSF configuration to the SAS Workload Orchestrator configuration has resulted in the 

following messages:

* Warning: SAS Workload Orchestrator does not support time-based configurations for user groups.

* Warning: SAS Workload Orchestrator does not support time-based configurations for host groups.

* Warning: SAS Workload Orchestrator does not support the complex resource requirement "select[ poe > 0 ]" that 

is found in the "hpc_ibm" queue configuration. The setting is ignored.

* Warning: SAS Workload Orchestrator does not support the complex resource requirement "select[ poe > 0 ]" that 

is found in the "hpc_ibm_tv" queue configuration. The setting is ignored.

Convert/Import LSF Configuration From LSF Configuration Directory
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SASV9 GRID CONFIGURATION MIGRATION70

$> ./sas-viya workload-orchestrator config grid convert-from-pws \

                                                --config-id 243 \

                                                --url http://myPwsHost.mycompany.com \

                                                --user lsfGridAdmin \

                                                --pwd lsfGridAdminPwd \

                                                > lsf-config.json

The conversion of the LSF configuration to the SAS Workload Orchestrator configuration has resulted in the 

following messages:

* Warning: SAS Workload Orchestrator does not support time-based configurations for user groups.

* Warning: SAS Workload Orchestrator does not support time-based configurations for host groups.

* Warning: SAS Workload Orchestrator does not support the complex resource requirement "select[ poe > 0 ]" that 

is found in the "hpc_ibm" queue configuration. The setting is ignored.

* Warning: SAS Workload Orchestrator does not support the complex resource requirement "select[ poe > 0 ]" that 

is found in the "hpc_ibm_tv" queue configuration. The setting is ignored.

Convert/Import LSF Configuration From Platform Web Services

http://mypwshost.mycompany.com/
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SASV9 GRID CONFIGURATION MIGRATION71

$> ./sas-viya workload-orchestrator config grid import-from-swo \

                                                --url http://mySwoHost.mycompany.com \

                                                --user swoGridAdmin \

                                                --pwd swoGridAdminPwd \

                                                --validate-only

Convert/Import LSF Configuration From Platform Web Services

http://mypwshost.mycompany.com/
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