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Yearly official alpine accident statistics:
 ~70 fatalities of ~400 severe avalanche 
accidents
~25 fatalities of ~1000 severe ski tour 
accidents (non-avalanche)



Knowledge of a tour‘s difficulties is important for
Better tour preparation, reduction of accidents and fatalities

Yearly official alpine accident statistics:
 ~70 fatalities of ~400 severe avalanche 
accidents
~25 fatalities of ~1000 severe ski tour 
accidents (non-avalanche)



Published in Swiss ski touring literature:

N=1307 Swiss Ski Tours, 
Dependent Variable: Difficulty

According to the SAC methodology, the difficulty level should only reflect the ski section of a tour up to the ski depot



Main criteria for the SAC difficulty scale
steepness, exposure to fall down, space conditions 

space conditions: corridor widthsteepness: slope angle exposure to fall:  speed max



target variable / dependent variable
ski tour difficulty from SAC literature



Data preparation: from properties to prediction features
N=1307 Swiss tours, ~9.3 mill. track meters

Local properties along each Track:

Digital Landscape Model 10m*10m

Properties:
-SlopeAngle (x,y)  „steepness“
-SpeedMax (x,y) „exposure to fall“
-Width (x,y)   „space conditions“
-Forestation (x,y)
-Curvature (x,y)
-Fold (x,y)

-Risk(x,y):=SlopeAngle (x,y)*SpeedMax (x,y)

X



Data preparation
from local track properties to unique tour features
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How to find good segmentation parameters: Top, Bin1, Bin2
„Trial and Error“ minimizing Mean Absolute Prediction Error MAE 



from 7 properties to 107 „best“ features
Counting your 
steps like the 
fitness app of 
your smart 
phone
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What predictive modeling approach did we take?
Machine Learning vs. Statistical Model

Using 99 features Using 4 features



Smart 
defaults

Meta Learning

Diverse collection of 
benchmark data sets

Data for THIS 
business problem

Data Science Pilot Action

Different Diagnosis 
Tests for most 
appropriate 

Variable  
Transformations



Smart 
defaults

Intelligent 
Search

Autotuning

Metalearning

Diverse historical 
data sets

Data for THIS 
business problem

Distributed/parallel execution across 
available compute resources

Data Science Pilot Action



What predictive modeling approach did we take?
Machine Learning vs. Statistical Model

Using 99 features Using 4 features
Accuracy: 1.05 (MAE) Accuracy: 1.11 (MAE)



What Results did we get?
Transparency, Interpretability, Deployability outweighted Accuracy

99 features
Accuracy: 1.05 (MAE)

-Transparency
-Interpretability,
-Deployability
-with only 4 features
Accuracy: 1.11 (MAE)



Variable selection with quantile regression
For median of difficulty

Risk:=SlopeAngle*SpeedMax



Four out of 12 selected  author dummy variables



Significant author dummy variables
Systematic Overrating vs Underrating bias detected for difficulty



Selected four out of ~20 000 ski tour features derived from local track properties



Model deployment to expand services of skitourenguru.ch
to 4 neighboring countries with ~10 000 additional unrated ski tours

P_Difficulty=0.859+(    418*RISK_H_Meter_Ski 
+  415*Slope_M_Meter_Ski 
+  488*Slope_H_Meter_Ski
+1041*Slope_H_Meter_Foot )/100000





Off course, skitourenguru does not exempt you from
applying the recommended avalanche and risk assessment strategies



Takeaways:
What did we achieve?

• We are proposing a new definition of difficulty metric derived from interaction of two local track 
properties: slope angel and speed of falling acting as proxies for accident probability and severity

• Overall, this metric is consistent with the unique human and cultural expertise published in the 
extensive SAC ski touring literature from which our model was trained.

• The discretionary range of the SAC methodology and prediction error margin is in the range of 1.1 
to 1.8 levels of the 18-step SAC difficulty scale (i.e.  “+” or  “-”)

• An additional advantage of this methodology is its independent from prevailing weather and snow 
conditions at the moment of manual rating. 

• We still have ongoing discussions with incorporation of the foot section in this model.

• The model provides the basis for fast and automatic bulk scoring prediction for up to ~10000 tours 
throughout the alps in AT, DE, IT, FR. It will support the expansion of Skitourenguru’s services. 

XDifficulty ~



Thank you for your attention. And don’t forget: Always put safety first

Günter Schmudlach, Skitourenguru GmbH, Zürich CH

Ulrich Reincke, Principal Data Scientist, SAS, Heidelberg, DE
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Productivity, Speed, 
Fast, Reliable, Trustworthy , Fair Results without Bias

1415 Persons Registered

140 Organizations

104 Teams to start

74 Countries

530 Active „Hackers“

72 Teams Completed

30 Calender Days

19 Workdays

2 Video Submission per Team:

-3 Min Pitch Video

-10 Min Jury Video

Example SAS Hackathon 2023

Look at this year‘s innovative Use 
Cases and fantastic results

https://sasoffice365-my.sharepoint.com/:v:/r/personal/ulrich_reincke_sas_com/Documents/Recordings/MIH_Mobility%20Insights%20HD_Jury.mp4?csf=1&web=1&e=5ZzpLA
https://sasoffice365-my.sharepoint.com/:v:/r/personal/ulrich_reincke_sas_com/Documents/Recordings/MIH_Mobility%20Insights%20HD_Jury.mp4?csf=1&web=1&e=5ZzpLA
https://communities.sas.com/t5/SAS-Hackathon-Team-Profiles-Past/Data-Science-in-Search-for-Best-Predictions-of-Ski-Tour/ta-p/730682


Outlyer



Prediction Residuals / Error
Test for normality (N=1307)



Target Variable Difficulty
Test for normality (N=1307)



Data preparation: from properties to features
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